
Introduction
Our project aims to address two main problems. 

The first problem is access to video-based 

educational content. Most students are visual 

learners. However, most of the content available 

is text-based. Only a small subset of topics is 

available in video format online. 

The second problem is that whenever the 

government releases a new policy or a reform, its 

reach is limited by the population's literacy level.  

Both these problems can be solved by 

automating the process of video generation.

The last few years have seen exponential 

advancements in the field of Generative AI. We 

have tools like ChatGPT for text generation, 

DALL-E 2  for image generation, etc. Tools like 

Imagen Video and Make-a-Video only generate 

videos of a few seconds in length, without 

multiple scenes or contextual understanding.

We propose the combination & enhancement 

of the coherence between existing models for 

generating videos with an associated script, 

animations, diagrams, and speech. The system 

will take a text prompt as input and generate a 

video that accurately represents the prompt.
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Dataset

YouTube is the most widely available database of 

educational and entertaining videos on the 

Internet. We have written code to scrape videos 

from YouTube and use OpenAI Whisper, which is 

an automatic speech recognition system, to 

extract the video transcript.
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4. Video: Select relevant scenes using object 

detection, determine appropriate transitions 

using machine learning, and merge frames 

with editing techniques to create a seamless 

and engaging educational video. Evaluate 

using human evaluators and iteratively 

improve based on feedback. 

The following innovative techniques are part 

of our approach:

1. Frame-by-frame Generation: Divide the 

generated script into small intervals and 

generate audio and images for these small 

intervals to maintain audio-video 

synchronization.

2. Video Frame Interpolation: Generate frames 

in the middle of two adjacent images in 

consecutive frames to obtain a continuous 

video.

3. Personalization: Fine-tune the model on the 

content of a creator to generate videos in their 

style.

Proposed Approach

To solve the limitations in the current models by 

creating a more sophisticated AI model that can 

generate engaging and meaningful videos with 

the following functionality:

1. Contextual Understanding: Establish a 

contextual connection between preceding and 

succeeding frames to obtain a video with a 

coherent flow and continuity.

2. Script Generation: Use large language 

models to generate a script for the video and 

natural language processing (NLP) to extract 

keywords from the prompt.

3. Audio: Use normal or AI-based text-to-speech 

software for video narration. Use voice cloning 

to give the video an authentic feel. Generate 

background music matching the tone of the 

video.

Architecture

The following diagram shows the flow of data and 

interactions between the user and the system for 

a web-based implementation of our model:

The user can choose from a variety of different 

models based on their needs. After choosing the 

model, the user will provide the model 

parameters that include the prompt, tag, 

randomness, length etc. The prompt determines 

the content, the tag defines the video style and 

the randomness determines the level of creativity 

in the generated video. The backend will process 

this information and generate a video to return to 

the user.

The following class diagram shows the underlying 

database architecture for this system:

Conclusion

In conclusion, our proposed approach to 

automating video generation through the use of 

Generative AI has the potential to revolutionize 

the way we create educational content.  Our 

innovative techniques such as frame-by-frame 

generation, video frame interpolation, and 

personalization further improve the quality and 

customization of generated videos. As we 

continue to refine and iterate on our approach, 

we believe that it will significantly impact the field 

of education and learning.
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